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1.1 Funciones exponenciales

En un cultivo de bacterias nifrobacter agilis, un ejemplar se Y TAMBIEN: ;1,'!

divide aproximadamente en dos cada dia. Si gueremos ave- »
riguar la poblacién descendiente de este ejemplar al cabo Observa que a relacion
de dos dias, o después de un mes, tendremos que calcular que existe enfre el nume-

las siguientes potencias. o de descendientes y
los dias transcurridos es

* Al cabo de dos dias: 22 = 4 individuos una funcién dada por
« Al cabo de un mes: 23°= 10737-10° individuos una potencia de base 2.
Esta funcién la llamamos
funcién exponencial de
Podemos definir la funcién: base 2 y la escribimos

FRoR r@=2:

Por lo tanto la funcién se expresa: f(x) = 2*

x-=f(x)=a*, dondea€eRta#1

A la funcién que asigna a la variable independiente x el
valor f(x)=a*la llamamos funcién exponencial de base
a, donde a es un nimero real positivo diferente de 1.

Asi, por ejemplo, las funciones f(x) = 3*y h(x) = 0,8* son
funciones exponenciales de base 3 y 0,8, respectivamente.

En particular, la funcién exponencial de base e, f(x) = €%,
es especialmente importante, ya que describe multiples si-
tuaciones reales: evolucién de poblaciones, fenédmenos de
desinfegracién radiactiva...

La grdfica de las funciones exponenciales varia seguin la
base a sea mayor o menor que 1. Observa las grdficas.

Grdfica de la funcién f (x) = 2* Grdfica de la funcién g (x)= (%)x
X 2 R EREE x -2 oh S e 2 B
I 2-2=(%)=% % 1|2|4]s e (%)2=zz=4 2|1 % % %

-z | =)

W Tabla 2.
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Podemos definir la funcién biyectiva: f: R - R*

x- f(x) =b*
Las funciones exponenciales f(x) =a* a> 1,y g(x) =b* 0 <b < 1 presentan graficas simila-
res las de las funciones que acabamos de estudiar, f(x) =2*y g(x) = (%)

Grdfica de la funciéon f (x) =atva>1 | Grdfica de la funcién g (x)=b%0<b<1
A A
R fE) =aya>1 g(x)=b,0<b<1 ¥
1 1
/ b X——,&
ra R S
W Tabla 3.
Propiedades

e Dominio: D (f) =R
* Recorrido: R (f) =10, +o0)
» Acotacién: Esté acotada inferiormente por 0.

« Periodicidad: No es periddica.
« Simetria: No es simétrica.

* Crecimiento y decrecimiento: Es estricta-
mente creciente si a > 1, y esfrictamente

* Infersecciones con los ejes: eje 0Y en el ) .
decrecientesi0 <a< 1.

punfo (0, 1), yaque a® = 1.

+ Conlfinuidad: Es confinud en IR: * Extremos relativos: No tiene.

* Inyectividad: Es inyectiva, puesto que cual-

» Tendencia: La recta y — 0 es una asintofa - ,
quier recta horizontal que tracemos sobre

horizontal. e ) .
la gréfica la intercepta como mdximo en
Sia>1: lima*=0 vy lima*=+ un punto. Esto es si
X—- 00 X—+ oo
fx)=r1(x,)
Si0<a<1l: lima*=+o y lima*=0 Enfonces
X—- 00 X—+ o
X, =X,
* Sobreyectividad: No es sobreyectiva, pues
el recorrido no es R.
Por tanto f no es biyectiva.
H Tabla 4

1. Representa en un mismo sistema de coorde-
nadas las siguientes funciones:

o f=(2) b aw=(3]

2. Representa en diferentes planos cartesianos.

a. f(x)=(§)x b. g(x)=(§)x

c. h(x)=3

. Contesta: ;Cudl de los dos procedimientos
anteriores nos permiten analizar mejor las
funciones?

Prohibida su reprod

c. h(x)=3* 3

\

______________________________________________________________________________
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1.3 Ecuaciones exponenciales

5
g
]
S
8
2

Y TAMBIEN: (&2

Si hacemos el cambio ax =t
por las propiedades de las po-
fencias, se tiene:

an= () = (@) =t
ax+n=ax.an=an.t

B

a*  a"

Observa la expresion 2* = 32 768.

Llamamos ecuaciones exponenciales a aquellas ecuaciones
cuya incégnita aparece en el exponente de una potencia.

Se frata de una ecuacion cuya incégnita aparece en un exponente.

Para resolver una ecuacion exponencial, ademas de la definicion
y las propiedades de las potencias y los logaritmos, utilizaremos:

* Lainyectividad de las funciones exponenciales:

X, #X, > a% #a%lo que equivale a a®* = a2 =X, =X,

La inyectividad permite convertir una ecuacién exponencial
en ofra ecuacién cuya resolucién es mds sencilla.

* Un cambio de variable: en general a* = t.

Este cambio de variable permite convertir una ecuacién expo-
nencial, cuya incognita es x, en otra ecuacion, cuya incégnita
es t, y de resolucién mads sencilla.

Resuelve la ecuacion 2¢ = 32 768.

Escribiremos en forma de potencias de la misma
base los dos miembros de la ecuacién. Para ello
descompondremos en factores primos el nime-
ro 32 768.

Obtfenemos 32 768 = 25, de donde resulfa 2% = 25,
Asi pues, por la inyectividad de las funciones ex-
ponenciales, tenemos que x = 15.

Observa que esfe resultado coincide con el lo-
garitmo en base 2 de 32 768.

Resuelve la ecuacion 2% = 11.
Tomamos logaritmos decimales en ambos miem-
bros de la ecuacién:
log 2*=1log 11
Por las propiedades de los logaritmos:
3x-log2 =log 11
Y de aqui:
log 11

= log2

=3,46

Luego x= 1,15.

Resuelve la ecuacién 31 -3 x=18.
Por las propiedades de las pofencias, la ecuacion
se puede escribir:
32){

T- 3x=18
Efectuaremos el cambio de variable 3* = t. De esta
forma 3% = t2, por lo que resulfa una ecuacion cuya
incognita es t:

t2

3
Eliminando denominadores se obtiene la siguiente
ecuacién de segundo grado:

t2-3t-54=0
Las soluciones de esta ecuacién sont=9yt =-6.
Observa que la solucién t = -6 no es vdlida, ya que
equivale a la expresion 3x = -6, y 3x ha de ser siem-
pre un nUmero positivo.
Por tanto, la Unica solucién vdlida es t =9, o lo que
esigual, 3x =9.
Escribiendo ambos miembros de la igualdad como
potencias de la misma base, tenemos que 3x = 32.

-t=18

Luegox =2.

5. Resuelve las siguienfes ecuaciones:

Q.2%5=1024 C.32x%3=1 €. 2841 425 4 251 =112 Q9.7*=2 e 3*1=112
2x
b.ge = % d. 25+ =[%J foget.2.3%-27=0 h5x+1=6 f. 6%+ 6'*+62%+63*=259




gy

Sx e x e 9 |{MITES DE FUNCIONES

29 3,9 3,1 41
299 399 3,01 | 4,01 Un ndmero real L es el limife de una funcién f(x)cuando x
2,999 3,999 3,001 4,001 fiende a x; si para cualquier nUumero real positivo &, existe un
ndmero real §, tal que si 0 < [x - x,|< §, enfonces |f(x)-L|<e.
® Tabla 6 W Tabla 7 Lo simbolizamos escribiendo:

lim £ () =L

A menudo nos inferesa conocer el comportamiento de una
funcién cuando la variable independiente se aproxima a un
cierfo valor. Esta informacién nos la proporcionard el estudio
de los limites de dicha funcién.

2.1 Limite finito de una funcién en un punto

Considera la funcidn f(x) =%11x #1= f(1) no existey el
punto de abscisa x = 3.

1 EE e

W Fg. . Si elaboramos una tabla (fabla 1y 2), en la que damos a
x valores cercanos a 3, aungque menores, y ofra similar con
valores cercanos a 3, pero mayores, podemos ver que en
ambos casos las imdgenes f(x) se encuentran en un enfor-
no de 4.

Podemos llegar a esta misma conclusién si observamos la
gréfica de f(x). A medida que estrechamos la franja verti-
cal en forno a 3, la franja horizontal se estrecha fambién en
torno a 4. Decimos entonces que el limite de la funcién f(x)
cuando x fiende a 3 es 4. Lo simbolizamos escribiendo:

lim f(x) =4
x—3
A continuacién, fijate en que el valor de esfe limite coincide

2
Cx ‘ (%) X [ ‘ con: f(3)= );_11 =4, pero no siempre ocurre esto.

09 | 19 L1 | 21 A si observamos de nuevo la gréfica de f(x), o nos guia-

099 | 1,99 || 101 2,017\ mos por las tablas (fablas 3 y 4), podemos ver que:

0999 1,999 | 1,001 2,001 lim f(x) =2

- | ‘ x-1

B Tabla 8 B Tabla 9 En este punto; el limite no coincide con su imagen, ya que
f(1) no esta definida.

cion

Observa que, en ambos casos, si consideramos un entorno
cualquiera del limite L, podemos hallar siempre un entorno
de x, tal que las iméagenes de todos los puntos de este, ex-
cepto la imagen de x,, estén contenidas en el primero.

ida su reproduc




2.2 Limites laterales finitos

Considera Ila funcién por partes:

X+ 1six<2
f(x)={ x+3six22

Elaboramos una tabla en la que damos a x valores en un
enforno de 2, aungque menores; y ofra en la que damos a x
valores también en un entorno de 2, pero en este caso, ma-
yores. Como podemos observar en la figura, al acercarse x
a 2 por la izquierda, las imdgenes de f(x) se aproximan a 3.
En cambio si nos acercamos por la derecha, las im&genes
de f(x) se aproximan a 1.

yelpuntox = 2.

gy

Decimos que el limite lateral de f cuando x tiende a 2 por |
la izquierda es 3.y cuando x tiende a 2 por la derecha es 1. x f(x) - ‘ X f(-x)
Lo simbolizamos escribiendo, respectivamente: 19 29 21 09
1,99 | 2,99 2,01 | 0,99
lim f (x) =3 lim f (x) =1 1,999 2999 2,001 0,999
x—2 X—2 e —
Un ndmero real L es el limite lateral de una funcién f(x) ™ Tabla 10 H Tabla 11
cuando x fiende a x, por la izquierda (o la derecha) si para
cualquier nimero real positivo g, existe un nimero real §,
fal que para todos los puntos x < x; (0 x> X), si 0 < [x-x| Y
< 8, enfonces |f(x) - L|< & Lo simbolizamos escribiendo
respectivamente: 2uE:
lim £ (x) =L lim £ (x) =L ! /
X2K] X=X} 2+
2.3 Relacién entre el limite y los limites laterales /
Segln la definicién de limite de una funcién f en un pun- | :
fo x,, los valores a los que se aproximan las imdgenes por i iERiRE SRR X
fcuando x se acerca a x,, fanto por la izquierda como por
la derecha, serdn iguales.
La condicién necesaria y suficiente para que exista el li- ™ Fig.2.
mife de una funcién en un punto es que existan los dos li-
mifes laferales de la funcién en dicho punfo y que ambos
coincidan.
7. Enlafigura se representa la funcién f. a fC1) ) )
b. limf(x)=L e limf(x)=L h. lim f(x)=L <
x—-1" x—2" x-3 0
c. lim[(x)=L folmfE=L i lim/f(x)=L
x—>1 x—2 x-3

x=-1,x=2yx=3.

f
1
1
1
1
I
1
1
l}
1
1
1
1
1
1
1
|
}
|
I
1
1
1

X —Indica si existe el limite de la funcién en los puntos

Prohibida su repro
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2. PROPIEDADES DE LOS LIMITES

Las propiedades de los limites de funciones que enuncia-
remos a continuaciéon permitirdn el cdlculo sistemdtico de

v4 limites. Estas propiedades estan definidas para limites finitos,
lk &) =k aunque, como veremos mds adelante, pueden ser aplica-
| das también a limites infinitos.
e > 3.1 Propiedades
. g7 L1. El limite de una funcién en un punto, si existe, es Unico.
L2.El limite de la funcién constante en un punto es la misma
3
IY‘ constante. Tt
X—'Xo
)i" e L3.El limite de la funcién identidad en un punto es el valor de
ese punto.
O x> fx) =x=lim f (x) =%,
X—’XD
W Fig. 8. L4.Si lim f(x) y lim g(x) existen y son finitos, se verifica:
X—>Xn X—PXO
Ejemplo
lim [f(x) + gx)] = lim f(x) + lim g(x) lim f(x)=2ylim g(x) = 5 =lim (f(x) + g(x)) =2+ 5=7
L4.1. XX, XX, XX, x—-1
142. | lim (k- f(x)) =k-lim f(x),kER. lim f(x)=3=lim5-f(x) =5-lim f(x)=5-3=15
X%, XX, x-3 x-3 x-3
lim [f(x): g(x)] = lim f(x) - lim g(x) lim f(x)=4ylim g(x) = 13 = lim (f(x)- g(x)) =
L43. | x-x, X%, X%, x-2 Coxo2
=1m;f(x) -llng(x) =4-13=52
144 | 1m 1O _ S silim g(x) #0 w09 4} olim L&) — 204
x-%, g (X) l)}gxng(x) T xox, )l(i_ﬂ_“zg(x) =1 ) 2 &® ;l(linz fx) -1
i) e =2 } lm £08 = (im FGT
145, | T Pt X3 olim f(x)¢® = (lim f(x))™ =20=64
l)g_r{l&[f x)y]= [1)l(r_nwf (®)]*7, st }(l_rg(ﬂ fx) >0 lim g(x) = 6 x-1
16 )lil_'mx'g[f(x)] = g[ljzgl&f (®)] , siges continua en )l(ig))(nf (x)

M Tabla 19
Las propiedades L2, L3, y L4. permiten calcular de manera inmediata limites de funciones
polindmicas y racionales.

Tipo de funcién Ejemplo
5 Si f(x) = P(x) es una funcién polinémica,
| para cualquier x;: lim (-x* + 5x-2)=-3245:3-2=-9+15-2=4
g lim £(x) = P(x,) X33
[ XX,
é Sif(x)= % es una funcién racional,
8 para cualquier x, fal que Q (x,) # 0: lim 3X°-x+5 _ 3-22-2+5 =L§=3
X2 x4+3 2+3 5
P(x,)
lim f(x) =
X% Qx,)

B Tabla 20
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3.2 Indeterminaciones

Son resultados de operaciones cuyo resulffado no es conocido,
como:

g 00 - 0o 0- I= 0° 550 —

La propiedad L4., que nos indica cémo operar con limites finifos,
también verifica si una de las funciones o ambas fienen limite
infinito, o bien, si la variable x tiende a mds o menos infinito.

Al operar con limites tantfo finitos como infinitos, pueden apare-
cer expresiones inicialmente idénticas y cuyo resultado es dife-
rente segln las funciones que se operen. A estas expresiones las
llamamos indeterminaciones.

Consideremos las funciones f,(x) =x°-4x%, f,(x) =2x*-8y

x° - 4x3 ;
=-—— "= ;calculemos lim f(x):
=" g 1L e

Si aplicamos la propiedad L4.4. de los limites, obtenemos:

lim
’ e X°-4x° g (X®-4x%) _ 0
lim fG) = lim — s = lim ~(2-8) = 0
X—-

De igual maneraq, si calculamos

lim FHFT
; . -4y (X°-4%%) _ 0
tim Fe= I s~ lim— (2x-8) = 0
X,
FNE
La expresion g no es ningUn numero, pues no tiene sentido -+
dividir por cero. Pero, si observamos la gréfica de f, deduci-
H Fig. 9.

mos que lim f(x) =-4 yaque lim f(x) = 4.

X—-2 X2
En ambos casos hemos obtenido, inicialmente, la misma ex-
presion, % y, sin embargo, el valor del limite es diferente. Por

: . 0 ; . o
este motivo, decimos que 0 es una «indeterminacién».

También son indeterminaciones las siguientes expresiones:

9. Sean las funciones f (x)=x% g (x)= x*— 1y h(x)= -x>— 3,
cuyas grdficas son las de la figura.
« Deduce, a partir de las graficas, los limites siguientes:
LnECDY Imheo,
« Cadlcula, aplicando la propiedad L4.1, los limites:
lim (/G0 +g(0) v lim (F() +h ()
* Calcula lin}L fx) +gx) v limm(f (x)+h(x)) efec-
oS -
tuando pxreviamem‘e lasuma yxcompcro el resultado con

&
2
Q
2
<
&

\_ eldel aparfado anterior. |
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4. CALCULO DE LIMITES

A confinuacién, calcularemos los limites de distintas funciones basdndonos en las propieda-
des descritas en el apartado anterior.

4.1 Limites de funciones polindémicas
Las funciones polinémicas son de la forma f(x) = P(x)=ax"+ ..+ ax'+ayvVa;eRA
neN.

* Ellimite de una funcién polinébmica en un punto x; es el valor que foma la funcién en di-
cho punto.

lim f(x) =P(x,)
X—>X°
Asilim (2x-1)=2-2-1=3
X2
 El limite de una funcién polinémica en el infinito vale 4+ 0 -0 dependiendo del signo del
término del coeficiente de mayor grado.
: { +oosia >0
lim n
x40 (-o0sia <0
Va:e RAneN

Bl Calculemos: i
o

Wl ¢ lim (3x2 +5x-1) « lim (-3x + 5x -1) * lim (x* + 2x+ 8) i

E X—+00 X—+00 X—-00 :

L :

- lim (3x* + 5x-1) = 400 o lim (-3 +5x-1)=-0 lim (x*+ 2x + 8) = lim ((X)? + 2(x%) + 8)= |

X—+00 X—+00 X—-00 X—+00 :

puesto que 3> 0. puesto que -3 < 0. =XET°£X)2 -2(x) +8)=+ i

1

!

puesto que 1>0.

4.2 Limites de funciones racionales
P(x) _ ax'+-4a; neN
Qx) ~ bxm+-+b ~abe€eR

En general, las funciones racionales son de la forma f(x) =

En el estudio del limife distinguiremos dos casos:

-El limite de una funcién racional en un punto x, es el valor que foma la funcién en dicho
punto. Consideraremos tres casos:

1.8iQ (x,) # 0 enfonces lim f(x) = Pex)
' o X%, Q(Xo)
TR e = 7 A R i
Sl Calculemos: i e s . i
) x—>-1 1-x :
g' i -7+ 6x _ (-1)°-7-(-1)°+6(-1) _ 71
2 I 1-x - 1-(-1) - i
w 1

2. 8iQ (x,) =0yP (x,)) = 0, entonces estamos en un caso de indeferminacion de fipo % .
Para resolver esta indeferminacion, dividimos numerador y denominador por x - X,
situacién que equivale a factorizar el polinomio, de manera que se puede simplificar el

factor (x-x,) Yy calculamos el limite de la expresidn simplificada.




3 _ 2 \

"8 Coalculemos: lim BT 68 ;x#1 1
[} x-1 1-x ;
g’ . x3- 7x% + 6% (x*-6%) - (x~1) i
y lim lim £y
[y x-1 1-x -1 (1) M i
- 25 . !

li X% - 6X _ 1°-6-1 -5 !

-1 -1 -1 |

SiQ(x,) = 0y P(x) # 0, el limite es mds infinito, menos infinito o no existe, dependiendo del
signo de los limites laterales.

-1
el Calculemos:  lim ————
o o1 X¥-2x+1
g- Calculemos los limites laterales:
i?—..‘ ¢ Altomar valores de x préximos a 1, aunque menores, el numerador es negativo (— 1 < 0) y el denomi-
nador, posifivo (x 2— 2x + 1 = (x — 1)? > 0). Por tanto:
. -1
lim ————=-
o1 X-2x+1

¢ Alfomar valores de x proximos a 1, aunque mayores, el numerador es negativo (—1 < 0) y el denomi-
nador, positivo (x 2 — 2x + 1 = (x — 1)2 > 0). Por fanto:
-1

Iim — — =-o
x2-2x+1

x-1"

* Como ambos limites laterales son iguales a —eo, podemos concluir que:

* El limite de una funcién racional en el infinifo nos llevard a una indeterminacién del tipo

% cuyo resultado dependerd del grado de los polinomios P(x) y Q(x). Asi, podemos distin-
Quir fres casos:
P(x) axXFeebaxcha,
lim f(x) = lim =lim ,a€RViIE{0,1,..,n},bERVjE{0,1,..,m},nmeEN.
X+ x40 Q(X)  xotw b X"+ +bx+b !
i - i = . 3x? -1
Sin < m, enfonces: }(1_I>I11L£(X) 0 . lim 3XTX i
X—+oo X4- 2
Sin =m, entonces: lim f(x) = 2 Ejemplo: lim 8x-1
X—+00 bn ' x—400 4x24+ 1
3 o 3
+0o Si ay >0 lim —ZX + 5% 3= +o0 ¢
) . b, x>+ 7X°+1  yaque =£>0 g
Sin >m, enfonces: lim f(x) = ) 7 o
X—+00 - Ejemplo: 3
-0 s =<0 . 2x*+5x-3 g
b, lim =2 2272 = 3
x—400 -7X2+ 1 2 5
yaque — < 0 -

B Tabla 21
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4.3 Limites de funciones definidas a trozos

Calcular el limite de funciones definidas a frozos puede reducirse a tres casos.

* Primer caso: Si a las imdgenes de todos los valores de x préximos a x, las calculamos
mediante la misma expresién andalifica, procedemos como en el caso de las funciones
definidas mediante una Unica expresion analitica.

Calculemos:  lim f(x) donde f(x) = lim f(x) # f(1)
Ll f®=) x-7w+6x six#1 11

1-x

o
L
Q
£
2
frry

. _lim X7 +6x _ . (X-6X)(x-4) _ 12-6-1 _
R e A e Ll ) 5

Nota que en este caso, lim _ f(x) # f(1)

* Segundo caso: Si a las imagenes de los valores de x proximos a x; por la izquierda las cal-
culamos mediante una expresion analitica, y las de los valores de x proximos a x, por la
derecha mediante ofra diferente, calcularemos los dos limites laterales por separado. La
existencia del limite depende de si estos dos coinciden.

Calculemos: lim f(x) ylim f (x) donde f(x) = { 2 sil<x<3
2 8 X+1 six>3

« Al calcularlaimagen de los valores de x préximos a 1 por la izquierda 4
y por la derecha, utilizamos expresiones analiticas diferentes. Luego:

lim f(x) =lim(3-x)=3-1=2
2l L lim £(x) = lim £ ()= lim f(x) = 2

lim f(x)=lim2=2 x-1 x-1* x-1
x—1% x-1%

+ Alcalcularla imagen de los valores de x proximos a 3 por la izquierda N
y por la derecha, utilizamos expresiones analiticas diferentes. Luego:

CHNEIAEENEREARSASAEREREEAR,

1
1
1
1
li =lim2= !
o o) ~dige—2 |
1

li *1i = no existe li
lim £ (x) = lim, (x +1) = 4 )= ) el e 0
X! x—37

e Tercer caso:Para el limite de una funcién a trozos en el infinito, consideramos solo el fro-
zo de la funcién cuyo dominio llegue hasta el infinito y calculamos como una funcién
cualquiera.

x-4 six<-2
10.Sealafuncién.  f(x)={ -x*+43x+4si-2<x<1
2x-1 six>1

reproduccion

2

Calcula los siguientes limites.

a limf(x) b lim f(x) c limf(x) d limfx
x—-3 X—-2 x-1 X2

R
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|. MATRICES NUMERICAS

1.1. Concepto
Observa el siguiente rectdngulo de nimeros.
Columna 1 Columna 2 Columna 3
Aol —/2 1 =
Fila2 —\ O 7 -3

Consta de seis nimeros dispuestos en dos filas y fres columnas. Decimos que es una matriz
de dimensién 2 x 3.

Liamamos matriz de dimensiones m X n a un arreglo rectangular de ndmeros reales,

dispuestos en m filasy n columnas

Podemos referimos faciimente a un elemento deferminado dando la fila y la columna en
que se encuentra.

Asi, por ejemplo, el nimero 2 es el elemento que ocupa la fila 1, columna 1; el nimero -3 es
el que ocupa la fila 2, columna 3.

1.2. Representacion

Representamos una matriz mediante

una letra mayuscula (A,B,C...); y sus ele- a11 alz aln
mentfos, mediante la misma letra pero a a

- ; A= 21 22 2n
minuscula (ab,c...), con un doble subin- =

dice que indica la filay la columna a las

que perfenece cada uno de ellos. As, a ., a., -~ a.
en general, para representar una matriz

A, de dimensién m X n, escribimos:

1.3. Igualdad

Dos maitrices, A y B, son iguales cuando contienen los mismos elementos, dispuestos en los
mismos lugares.

A=Bsi a= bii paratodo iyj

Prohibida su reproduccion

Légicamente, para que dos matrices sean iguales, es necesario que tengan la misma
dimensién.
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1.4. Tipos de matrices

Algunas matrices reciben nombres especiales de acuerdo
con su dimensién o sus elementos.

Tipo de matriz Ejemplo
Mairiz cuadrada

El ndmero de filas coincide con el de
columnas (dimensién n x n). Se ha-
bla de matriz cuadrada de orden n.

Matriz cuadrada de orden 3

Los elementos 2, 2y 6 forman la diagonal principal.
Los elementos a, , a,,, .., a,, forman la i gonal princip

diagonal principal.
Matriz fila

Solo tiene una fila (dimensién 1 X n ). (210) Matrizfilalx 3

Segun su dimensién

También se le llama vector fila.
Matriz columna

2

Sélo fiene una columna (dimension 1 Matriz columna 3 X 1
m X 1).

También se le llama vector columna.
Maitriz triangular (superior o inferior)

aii=0,i>j aii=0,i<j
Matriz cuadrada en la que todos los 1 0 0 0
elementos situados por debajo o si- 0 4 1 5 0
tuados por encima de la diagonal 0 0 6

principal son 0. 7 6

Matriz friangular superior Matriz tiangular inferior

Matriz diagonal 0 0

Matriz cuadrada en la que todos los 0 0
elementos situados fuera de la dia- 0 0
gonal principal son 0.

Matriz identidad

Segun su dimensién
o
o

Matriz diagonal en la que todos los
elementos situados en |la diagonal I=
principal son 1. Se simboliza por la
letra L.

o
o

Matriz nula 0 0 0 0

Todos sus elementos son 0. 0 0 0 0

M Tabla 1.
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2. OPERACIONES CON MATRICES

Vamos a estudiar diversas operaciones que pueden efectuarse con matrices.

2.1. Adicién de matrices

Dadas dos maitrices, A y B, de la misma dimensién, m X n, la mairiz suma, A + B, es la que
obtenemos sumando los elementos que en cada una de ellas ocupan la misma posicioén:

“ aln a1n+b1n
aml o amn amn + bmn
De forma abreviada:
(ai,.) + (bii) = (aii + bii)
VA BEM=>A+B=C
A,BeEM
Cadlcula A + B, siendo ( 1 4 ) 5 4 ’
“\o 1 - (4 1 )

Operamos de acuerdo con la definicion:

A+B:(1 4)+(5 4):(1+5 4+4):(6 s)
0 1 4 1 0+4 1+1 4 2

Propiedades de la adicién de matrices

Asociativa (A+B)+C=A+(B+0)
Elemento neutro 0 = (0) A+0=0+A=A

Elemento opuesto -A=(-a,) | A+ (-A)=(-A)+A=0
Conmutativa A+B=B+A

B Tabla 2.

La existencia de elemento opuesto nos permiten definir la matriz diferencia, A - B. Es la que
obtenemos al sumar Ay -B:

A-B=A+(-B)

De forma abreviada:

@) - ) = @) + (b) = @,b,)

De este modo, si Ay B son las matrices del ejemplo anterior, fenemos:

we=(o D)0 )G )G )
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2.2. Multiplicacién de una matriz por un nimero real

Dados una matriz A de dimensién m X n, y un ndmero real k, la matriz producto por un nime-
ro real, kA, es la que obtenemos al multiplicar cada elemento de la matriz por ese ndmero:

De forma abreviada:

k(ay) = (ka), v\v,

i

\

Calcula 2A, siendo A la siguiente matriz: Operamos de acuerdo con la definicion: i
]

!

1 4 3 2 21 2-4 23 2-2 2 8 6 4 !

A=|o 1 o0 1 2A=(2.0 2:-1 2:0 2:¢(-D|=|lo0o 2 o 2]

]

3 2 1 1 2:(-3) 22 21 2- 1 6 4 2 2|

3 3 34

/

Propiedades de la multiplicacién de una matriz por un
nimero real

P1 k(A+B)=kA+kB,VkeR A BeM
P2 (k+h)A=kA+hA
P3 k (hA) = (kh)A
P4 1A=A1=A,1eRAAEM :

El producto A - B de dos

H Tobla 3. matrices solo estd definido si
o o . el nimero de columnas de

2.3. Multiplicacion de matrices A es igual al ndmero de filas

deB.
A confinuacion, estudiaremos la multiplicacion de matrices. De- =
finiremos primero esfa operacién en un caso particular muy sim- mx @ @x n
ple y, después, extenderemos la definicién a un caso general.

mxn

Sean una matriz fila F de dimensién 1 X n'y una matriz colum-

i 33z La matriz producto es de
na C de dimensién n X 1: ¥

C dimensién m X n.
F=(F, Fn)C=( 5‘)
C

n

Llamamos producto de F por C, y lo simbolizamos F - C, a:

€
E-C=(F, ~ F“)-(El) =fc++fc -
C
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Consideremos las matrices A= (23) +B= ( 13 )
Calculemos el producto A - B. )

Y TAMBIEN: |&?

Dada una matriz A de
dimensién m x n, la matriz
franspuesta, AT, es la que se
obtiene infercambiando sus
filas por columnas

Operamos de acuerdo con la definicion:

Ejemplo 3

A-B=(23)-(_13) 2-143-(-3)=-7

Supongamos ahora una matriz A de dimension m x k, a cuyas filas llamaremos F,F,, ... ,F vy

una matriz B de dimension k X n, a cuyas columnas llamaremos C,, C, , ..., C .
La maitriz producto A - B es la que obtenemos de la siguiente forma:

ka, F-C)- F2€

k;mn) - ( F C..F.- cn>

Observa que el elemento de esta matiriz que ocupa la fila i-ésimay la columna j-ésima es el
que obfenemos al multiplicar la fila F, por la columna Cj.

Propiedades de la multiplicacién de matrices

Asociativa (A-B)-C=A-(B-0)

Distributiva por la izquierda de
la multiplicacién respecto ala| A-(B+C)=A-B+A-C
adicién

Distributiva por la derecha de
la multiplicacién respecto a la (A+B)-C=A-C+B-C
adicién

No conmutatividad A-B#B-A

W Tabla 4.

3. MATRIZ IDENTIDAD

En el caso de matrices cuadradas de orden n, la multiplicacién cumple una propiedad adi-
cional. Existe un elemento neutro que llamamos maitriz identidad y que simbolizamos por I:

1 0 e O
e R
00 - 1
De esta forma, para cualquier matriz cuadrada de orden n:
A-I=1-A=A

1. Considera las matrices siguientes.

1 0 4 0 -1 3
M= 4 -3 N=(-2 3 0
2 1 6 5 3 2

Calcula:
Q. A=M+N-(2M-3N)  bB=M-N-(M+I)-(N-I) !

___________________________________________________

ro
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5. ECUACIONES LINEALES

Una ecuacion lineal con nincégnifas, x,, X,, ... X, €8 Una expresion algebraica de la forma:
a x, +a,x,++ax =b
donde:

* a,a, ..,a, son numeros reales conocidos llamados coeficientes.

* b es un ndmero real conocido llamado término independiente.

Si el término independiente es cero, decimos que la ecuacion es homogénea. Una solucién
de la ecuacién anferior es una n-upla de ndmeros reales, (s, s., ..., s,), que sustfituidos en las
correspondientes incégnitas, hacen que se cumpla la igualdad, es decir:

a,s,+a,s,+-+a s =b

Asi, por ejemplo, la expresién algebraica:

2x-3y=10
es una ecuacion lineal con dos incégnitas, donde:
¢ xeyson lasincégnitas. A un conjunto ordenado
. . de n nimeros lo llamamos
2y -3 son los coeficientes de x e y, respectivamente. nupla.

* 10 es el término independiente.

En este caso, el par (2, -2) es solucién, ya que, si sustituimos x
por 2 e y por -2, cumplimos la igualdad:

2:2-3-(-2)=10
6. SISTEMAS DE ECUACIONES LINEALES

Como sabemos, un sistema de ecuaciones es un conjunto de ecuaciones que deben veri-
ficarse simultdneamente. Si fodas ellas son lineales, diremos que se frafa de un sistema de
ecuaciones lineales.

En general, representaremos un sistema de m ecuaciones lineales con n incégnitas del
modo siguiente:

(Da11 x,ta,x,++a, x=b,

®@a,, x,+a,x,+ +a, x =b

2457 22552 2

®a,, x,+a ,x,+ ~+a_x =b_ —>bi,aij€IR

ml 1 m2 2

k5]
&
2
2
£
&

Una solucion del sistema anterior es una n-upla de ndmeros reales, (s,, s,, **+ .S, ). que verifica

simultédneamente las m ecuaciones.
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6.1 Clasificacién de sistemas de ecuaciones lineales

Segun sus soluciones, distinguimos las siguientes clases de sistemas.

Sistema inconsistente

Sistema

consistente

Si no existe ninguna n-upla so-
lucién, el sistema se denomina
inconsistente.

Asi, por ejemplo, si resolvemos
gréficamente el siguiente sisferna:

Si existe sélo una n-upla solucion, el
sistema se denomina consistente
determinado.

Asi, por ejempilo, si resolvemos gra-

Si existe alguna n-upla solucion, el sistema se denomina consistente.

Si existe mds de una n-upla solucién,
el sistema se denomina consistente
indeferminado.

Asi, por ejemplo, si resolvemos grafi-

vemos que no fiene solucioén,
pues las tres rectas no fienen
ningln punto comun.

punto comun.

2%~ 2y =3 ficamente el siguiente sistema: camente el siguiente sistema:
Xx+2y=4 X+3y=6 3x-y=1
3x+y=3 2x-y=5 -6x+2y=5
3x+y=11 6x-2y =2
¥
i 3x-y=1
3 -6x+2y=5
2 6x-2y=2
i
R R R
2

vemos que tiene soluciéon Unica,
pues las tres rectas tienen un dnico

vemos que tfiene infinitas soluciones,
pues las tres rectas tienen todos los
puntos comunes.

6.2 Notacién matricial

W Tabla 7.

Para simplificar la resolucién de sistemas de ecuaciones lineales, consideramos solamente

los coeficientes de las incognitas y los términos
pdagina antferior podemos asociar dos matrices.

independientes. En efecto, al sistema de la

Matriz asociada al sistema

Matriz ampliada asociada al sistema

* La formada por los coeficientes, que de-
nominaremos matriz asociada al siste-
ma y denofaremos por A:

* La formada por los coeficientes y los
términos independientes, que denomi-
naremos matriz ampliada asociada al
sistema y denotaremos por A'":

11 al 2 aln bl
A= n By 7 3, | b,
aml m2 amn bm

M Tabla 8.




7. METODO DE GAUSS

Fijate en el siguiente sistema
(E) 2x+y-z=3
(E) y-2z=-1
(E) 3z=6

Llamamos sistemas equiva-
lentes a los que tienen las
mismas soluciones.

Cualquier ecuacién que consideres fiene menos incdgnitas que la ecuacién inmediata-
mente anterior. A este tipo de sistemas lo llamamos sistermas escalonados. Estos sistemas se
resuelven de manera muy sencilla mediante sustitucion regresiva.

Utilizando notacién matricial, siempre podremos resolver un sistema de ecuaciones lineales
cualquiera si somos capaces de hallar una matriz escalonada equivalente mediante trans-
formaciones elementales. A esto lo conocemos como el méfodo de Gauss.

% Resolvamos el sistema siguiente: * Seguidamente, hacemos que en la segun-
o 2X+y-z=5 da fila el coeficiente de lay sea 1, con el
[o ; i y :
= X-y+2z=-3 fin de facilitar los cdlculos posteriores. En
i% 3x-2y+z=-2 este caso, basta con intercambiar las dos
o s ultimas filas.
* Hacemos que el coeficiente de la x en la pri- i
. . i 2 X- Z= = —t
mera fila sea 1, con el fin de facilitar los cal- v+ E oE Xiy+ez=:3
; ; ; By-Bz=+3 p_2 T8 y-5z2=7
culos posteriores. Para ello, intercambiamos .
y-5z=7 3y-5z=11

las dos primeras filas:
* Para finalizar, sumamos a la fercera fila la

2x+y-z=5 X-y+2z=-3 s s
N —_— E ©E, " segunda multiplicada por -3:
3x-2y+z=-2 3x-2y+z=-2 -y+2z=-3 X-y+2z=-3
- E.=E.-3E
y-5z=7 )33 "2 y-5z=7
Sumamos ahora a la segunda fila la primera 3y-5z=11 10z=-10

multiplicada por -2,y a la tercerq, la primera
multiplicada por -3:

X-2y-z=-4 E,=E,- 2E, X-y+2z=-3
2x+y-2=5 ) E=E-3E, 3y-5z=11
3x-2y+z=-2 y-5z=7

De este modo, hemos obtenido un sistema
escalonado, cuyas soluciones podemos
calcular por sustifucién regresiva:

z=-1

y=7+52=7+5-(-1)=2
x=-3+4y-2z=-34+2-2-(-1)=1

3.Resuelve, Utilizando el método de Gauss, los sistemas siguientes.

Xx+y+z=3
2x-y+2z=0

a. x+3y+z=5 b.
4x+2y+2z2=8

T
I
Il
i
: X-2y-z=-4
Il
|
I
l}
I
1

2x+3z=3
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8. INECUACIONES LINEALES

Si cambiamos el signo de igualdad (=) de una ecuacién lineal por alguno de los signos de
desigualdad (<, >, <y =), obtenemos una expresion algebraica denominada inecuacion
lineal.

8.1. Inecuaciones y sistemas de inecuaciones con una incégnita

Recordemos el concepto y la forma de resolver las inecuaciones lineales y los sistemas linea-
les de inecuaciones con una incégnita.

Inecuaciones lineales con una incégnita
Son aquellas en las que solamente aparece un polinomio de primer grado.

Llamamos inecuaciéon de primer grado ) lineal con una in-
cognita a cualquier inecuacion equivalente a ax 4+ b < 0
ax+b<0,ax+b>00ax+b >0 dondea,beR #0.

Para resolver este tipo de inecuaciones, procedemos como en el caso de las ecuaciones
lineales, feniendo en cuenta que, al multiplicar o dividir por un nimero negativo, debemos
cambiar el sentido de la desigualdad para obtener una inecuacién equivalente.

Recordemos su representacion grdfica:

Conjunto b . b "
solucién S =]- ;- T[ ;S =]- 0, T] S =]- A [ ;S= [ T‘-I-oo[
Representacién b b b b
gréfica & a a a
M Tabla 9.
;| Resolvamos la inecuacion: « Trasladamos términos y reducimos los
o 3(x-7) 5(x-1) semejantes:
g 2z tX=T3 3x+2x-5x<-5+21
i%‘ 0x<16

* Eliminamos paréntesis:
* Para cualquier x que consideremos, el pri-
3x-21 i 5x-5

2 X= 2 mer miembro valdrd siempre 0, por lo que
se cumplird la desigualdad 0 < 0.

cion

* Eliminamos denominadores: . )
Luego, fodos los nimeros reales serdn solu-

m.cm. (2,2) =2 cion de la inecuacién. Escribiremos:
3x-21+2x<5x-5 S=R = (400, -0)

1 U reproduc
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Sistemas lineales de inecuaciones con una incégnita
Dado un conjunto de inecuaciones lineales con una incégnita:

3x-2<4x+1

4x+32=22(x+2)
Si imponemos que todas ellas han de verificarse simulfdneamente, se tiene un sistema de
inecuaciones.

Llamamos sistema lineal de inecuaciones con una incédgnita a un conjunto de inecuaciones
lineales con una incégnita que deben cumplirse simultdneamente.

El conjunto solucién son valores de x que satisfacen a la vez fodas las inecuaciones. Para
resolver este tipo de sistemas, procedemos como indicamos a continuacion:

Procedimiento Ejemplo
Resolvemos por separado 3x-2<4x+1
cada una de lasinecuaciones. 4x+322(x+2)
Primera inecuacién Segunda inecuacion
3x-2<4x+1 A 4x+3=22(x+2)
3x-4x<1+2 A 4x+3=2x+4
.x<3 4x-2x=4-3
. 2x= 11
x> —
S,=(-3,+») 2
1
Sz: [7 ¥ +°°[
Representamos sobre una -0
. . =31
misma recta las soluciones de ; °
cada inecuacion. . B
4 3 2 1 011 2 3 4
2
Determinamos las soluciones | Las soluciones comunes son los valores de x tales que
comunes a todas las inecuo- x> L :
ciones del sistema. 2 ;
=[5+
A

W Tabla 10.

8.2. Inecuaciones y sistemas de inecuaciones con dos incégnitas

Considera la desigualdad algebraica x - y < 6. Se trafa de una inecuacién lineal con dos
incégnitas.

Llamamos inecuacion lineal con dos incognitas a cualquier inecuacién equivalente a ax + by <
c,ax+ by <c,ax+by>coax+by>c dondeab,ceR

&
2
Q

Construimos la fabla asignando diversos valores a x e y. Fijate en que la inecuacionx - y < 6 solo
se verifica para deferminados pares de valores de x e y. Cada par de valores de x e y que safis-
face la inecuacién es una solucién de la inecuacion.

<
&
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Representacién grdfica de las soluciones

Las soluciones de una inecuacién lineal con dos incégnitas

X y Xx-y<6 pueden representarse graficamente en un sistema de coor-
1 9 1-9<6 denadas cartesianas asignando a cada par de valores, x e
3 4 Yl G y. de una solucién el punto (x,y) del plano de coordenadas.
ol B St el Observa qus, si sustituimos en la inecuacién x-y < 6 el signo

< por el signo =, obtenemos la ecuacién lineal x-y = 6, que
equivale a la ecuacién y = x - 6, cuyas soluciones se corres-

W Tabla 11.

ponden con los puntos de una recta.

De acuerdo con la figura 1, vemos que esta recta divide el
plano en dos semiplanos, Ay B:

* Las coordenadas (%, y) de los punfos del semiplano A
cumplen:

y>X-6-x-y<6
* Las coordenadas (x,y) de los puntos de la recta cumplen:
y=X-6-X-y=6

* Las coordenadas (%, y) de los puntos del semiplano B
cumplen:

y<X-6-X-y>6

Asi, las soluciones de la inecuacion x -y < 6 son las coorde-
nadas (%, y) de los puntos del semiplano A.

Vemos, pues, que la representacion grafica de las soluciones
de una inecuacion lineal con dos incégnitas es un semiplano.

Si en la inecuacién aparecen los signos < o =, las coorde-
nadas de los puntos de la recta que determina el semiplano
solucién también son solucién de la inecuacion.

En la prdctica, para determinar el semiplano solucién, bas-
ta con tomar un punto situado en uno de los semiplanos y
comprobar si sus coordenadas verifican la inecuacion:

» Sila verifican, las coordenadas de los puntos del semipla-
no escogido serdn soluciones de la inecuacion.

c
Q
g
]
2]
5]
2
o]

* Caso contrario, las soluciones de la inecuacién serdn las

coordenadas de los puntos del otro semiplano.
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______________________________________________________________________________ 1
Pl Resolvamos graficamente la inecuacion: * Sombreamos el semiplano solucién y mar- ‘:
[l 3x-y<2 camos con un frazo discontinuo la rectay = |
oY i —2 |
c N Representamos la recta 3x -y = 2, que equi- B |
i% vale ay =3x-2. Con ello, indicamos que las coordenadas |
de los puntos de dicha recta no son solu- |
‘2 N .z I
. cion de la inecuacidn, ya que se frata de |
« Consideramos un punto de uno de los se- ) ; |
) o una desigualdad estricta (<). :
miplanos en que queda dividido el plano y % . |
I
sustituimos sus coordenadas en la inecua- 2 V L etz !
! y=
cién. Tomamos, por ejemplo, el punto (0, 0): g / i
1 I
3:0-0<2-0<2 Rl A |
5.43-2-1%71 2 34 5 6X :
Las coordenadas del punto (0, 0) son so- 2 i
- I
lucién de la inecuacién, y también lo son !
las coordenadas de todos los puntos del e, i
semiplano que lo contiene. i i ,:
_
_____________________________________________________________________________ ‘\\
o Resolvamos gréficamente la inecuacion: « Sombreamos el semiplano solucién y mar- !
Rl x+y=0 camos con un frazo continuo la rectay = x. |
o) |
g * Representamos la recta x + y = 0, que equi- Con ello, indicamos que los punfos de di- |
o vale ay=—x cha recta son solucién de lainecuacién, ya |
Y Consideramos un punto de uno de los semi- que se frata de una desigualdad no estricta i
=) |
planos en que queda dividido el plano y sus- S : :
- . xi )6
fituimos sus coordenadas en la inecuacion. Al i
Tomamos, por ejemplo, el punto (0, -1): 3 T 1
I
0+(1)=0--1>0 (Falso) i !
-+ I
Las coordenadas del punfo (0, -1) no son S D L N i
i . . 5 4 3p g0 2 345 6Xx |
solucién de la inecuacién, y tampoco lo = ]
y Yi==x 24 I
son las de todos los puntos del semiplano 2 !
34
que lo contiene. bl i
Por tanto, las soluciones serdn las coorde- sl ]
I
nadas de los puntos del otro semiplano. |
//
8.3. Sistemas lineales de inecuaciones con dos incégnitas
Considera el siguiente conjunto de inecuaciones lineales con dos incégnitas:
x+y<10 ;
X-y=>6 8
[0
Si imponemos que todas ellas han de verificarse simulfdneamente, tenemos un sistema li- 2
neal de inecuaciones. 2
g

Llamamos sistema lineal de inecuaciones con dos incégnitas a un conjunto de inecuacio-
nes lineales con dos incdgnitas que deben verificarse simultdneamente.
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|. VECTORES

Existen magnitudes, como la femperatura, el tiempo o la masa,
* Dos vectores fljos no nulos que quedan determinadas completamente por un nimero: son
fienen la misma direccion las magnitudes escalares.
si estén sobre la misma rec-

fa o sobre rectas paralelas. En cambio, ofras, como la velocidad o la fuerza, necesitan, ade-
mds, de una direccién y un sentido para quedar completamente
determinadas: son las magnitudes vectoriales.

A estas las representamos matemdticamente mediante vectores.

Vectores fijos
* Dos vectores fijos no nulos

con la misma direccion y Dadqs dos puntos A y B del espacio, denominamos vector
que no estdn sobre la mis- de origen A y exfremo B al par ordenado (A,B), representa-
ma recta tienen el mismo dos por AB.

senfido cuando sus ex-

fremos estan en el mismo Asi pues, todo vector fijo posee una direccién, una magnitud
semiplano de los dos que y un sentido.

defermina la recta que .

pasa por sus origenes. * Ladireccion del vector AB es la de la recta que pasa por Ay B.

¢ La magnitud o médulo del vect@. es la magnitud del seg-
mento AB. Representamos con |AB].

» El sentido del vector (ﬁ’) es el que se define sobre la recta
cuando nos trasladamos de A a B.

1.1. Equipolencia de vectores

Los vectores representados en la figura 1 tienen la misma direccion,

// A / el mismo mddulo y el mismo sentido. Diremos que son equipolentes.

Dos vectores fijos son equipolentes si tienen la misma direc-
(AB) cién, el mismo mddulo y el mismo sentido.

Analiza que dado cualquier vector AB y cualquier punto C,
existe un Unico vector con origen en Cy equipolente a AB, y

) un Unico vector con extremo en C y equipolente a AB.
1.2. Vectores libres

La relacién de equipolencia permite clasificar el conjunto de vectores fijos del espacio en coleccio-
nes de vectores, cada una de las cuales estard formada por fodos los vectores fijos equipolentes a
uno dado. Cada coleccién constituye un vector libre.

I Se denomina vector libre al conjunto de vectores fijos equipolentes a uno dado.

Cada uno de los vectores fijos que componen un vector libre es un representfante de este vector.

Direccidén, médulo y sentido de un vector libre

duccion

Puesto que un vector libre estd formado por vectores fijos equipolentes y éstos tienen fodos la misma
direccién, el mismo médulo y el mismo sentido, podemos hablar de la direccién, el médulo y el sen-
tido de un vector libre.

surep

Se denomina direccién, médulo y sentido de un vector libre a la direccién, el médulo y
el sentido de uno cualquiera de sus representantes




2. OPERACIONES CON VECTORES

En el conjunto de vectores en el espacio, que llamaremos
R?, definimos dos operaciones.
2.1. Adicién de vectores

Llamamos suma de los vectores i y v, y lo representamos
por u + v, al vector que obtenemos del siguiente modo:

» Tomamos los vectores 1i y ¥V de manera que el origen de
v coincida con el extremo de u.

« Trazamos el vector cuyo origen es el de i y cuyo extremo
eseldev.

A5 >
\4

Propiedades

« Asociativa: (W+V) + w=1u+ (V+W)

» Conmutativa: i+ vV =V + 1

* Elemento neutro: Es el vector nulo que representamos por 0.
i+0=0+i=i

» Elemento opuesto: Todo vector U fiene un elemento

opuesto, - , que es el vector de la misma direccién vy el
mismo moédulo, pero de sentido opuesto.

U4 (i) =(i)+d=0
La existencia de elemento opuesto para la suma de vecto-
res permite restar vectores. Asi, dados dos vectores, i y v,

para obtener 1 - v basta con construir el vector v y sumar-
selo au, tal y como indicamos en la figura 2.

Observa en la figura 3 que, si colocamos i y v, con origen

Y TAMBIEN:

El conjunto de los vectores
libres del espacio, R?, con la
operacién de la adicién es
un grupo conmufativo. Ade-
mas, el producto de vectores
por un ndmero real cumple
los propiedodes P ,P,, P,y P,.
Decimos, entonces, que el
conjunto R® es un espacio
vectorial sobre el cuerpo de
los nimeros reales.

L

H Fig.2.

comun y complefamos un paralelogramo, obfenemos fécil-  m Fig. 3.
mente los vectores i + V y i - V. A este método para sumar
dos vectores lo conocemos como regla del paralelogramo.
1. En el cubo de la figura 3. Escribe los 36 vectores D E

hay representados 10 E
vectores fijos diferentes.

Agripalos en conjuntos D
de vectores equipolentes.

)
|
|
|
|
|
|
I
I
I
:
]
| A B

i 2. ¢ Cudntos vectores fijos distintos y cudntos vec-
! fores libres determinan los cuatro vértices de

! un rectangulo?

4 un fefraedro?

7 fijos distinfos que de- . r

ferminan los seis vérti-
ces del prisma fiangu-

C lar de la figura.
¢Cudntos vectores li-
bres lo determinan? e

1
i
1
4. (Cudntos vectores fijos distinfos y cudntos vec- |
tores libres deferminan los cuatro vértices de p

]

]

I

gy

k5]
&
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£
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Y TAMBIEN: |&!
Como, (u+v)+w=u+ (ut+

w), en lo sucesivo escribire-
mos simplemente u + v + w.

Y TAMBIEN: |i2

g
3
<
=
o
o
o
=
=
£

James Joseph Sylvester
Nacié el 3 de septiembre de
1814 en Londres, Inglaterra.
Realizd los estudios primarios
en Londres y los secundarios,
en el Instituto Real en Liver-
pod. En 1833, ingresé a la
Universidad St John en Cam-
bridge.

Matemdtico britdnico, profe-
sor en las universidades de
Londres, Baitimore y Oxford.
En colaboracién con el ami-
go A. Cayley, establecié la
teoria de las invariantes al-
gebraicas y la de los determi-
nantfes. Descubrié un método
para eliminar una incégnita
entre dos ecuaciones y cred
un importante vocabulario
matemdtico. Fue ademds
fundador del American Jour-
nal of Mathematics.

o}

2.2. Multiplicacién por un nimero real

Es posible multiplicar un vector por un nimero real k € R, al
que llamamos un escalar para diferenciarlo de un vector. En
efecto, al multiplicar el vector i por el escalar 2, obtenemos
el vector 2u que es igual a 1 + U . Este vector tiene la misma
direccién y senfido que u pero es el doble de largo.

En general llamamos producto de un escalar k por un vec-
for i, y lo representamos por ku , al vector libre que tiene:

» La misma direccién que ii.
» El médulo de t multiplicado por el valor absoluto de k.

« Elsentido de 1, si k es positivo, u opuesto a u, sik es negativo.

V/ZTT

Propiedades vk k,, k, € RA 1, V vectores se cumple que:

= Distributiva vectorial: k(l + V) = ki + kv

+ Distributiva respecto a la suma escalar: (k,+ k,) i =k, d+k,u
* Asociativa respecto al producto escalar k, (k, @) = (k k)i

s T

» Escalar neutro: 1t = d

Sea el paralelepipedo ABCDEFGH vy los vectores i y v de la figura,
efectia las siguienfes operaciones:

: ]
I
|
i
La Lo H G i
a. —u -V
22 e Y |
1+ - !
b. 2u-v :
c i
44, i
|
5 |
/I
-5
a’/v a
a
T-b T a
3a
M Fig.5 M Fig. 6

e gy
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a.Sea P el centro de la cara ABCD y R el centro del paralelepipe-
do, ftomamos E’ como el vector %ﬁ yﬁ{. como el vector %\7 3

Enfonces: i 4
S i+ V=AP+PR=AR

X
&
B
3
g
O
o
S
=
£
it

Podemos comprobar que, si tornamos ofros vectores para represen-
Lk b4 . . ot . .

faru y v, el resultado siempre es equipolente a AR. Asi, por ejemplo,

si S es el punto medio de la arista CG y fornamos PC como represen-

tante de %G y CS como representante de %x? , tenemos:

{5 4= —>—» >
7 +7V—PC+CS—PS

Hamilton, William Rowan
(1805-1865).

Matemdtico irlandés, nacido
en Dublin en el ano 1805. Des-
cubrié y desarrollé la teoria
de los cuaternios. Fue un nifo
prodigio en muy diversas
dreas de las lefras y las cien-
cias. A muy temprana edad,
apenas habia cumplido los
trece afios, dominaba mds
de una docena de idiomas,
y varios anos antes habia
mostfrado ya interés por la li-
teratura matemdtica cldsica,
por los estudios de Newton y
Laplace, enfre ofros. Ingresd
en el Trinity College de Du-
blin y obtuvo la calificaciéon
madxima en griego y en fisica
matemdtica.

Un cuaternio es un ndmero
de la forma ae + bi + ¢j + dk,
con ab,c,d nimeros reales.
Los numeros complejos se
han constfruido a partir de un
espacio vecforial de dos di-
mensiones. Sin embargo, los
cuaternios perfenecen a un
espacio vectorial de cuatro
dimensiones reales.

Pero PS es equipolente a AR . Enfonces, vemos que el resultado no
depende de los vectores representantes escogidos.

b. Sea P el centro de la cara ABCD y Q el centro de la cara EFGH,
tfomamos EQ como el vector 7?1 y QP como representante del
vector opuesto de v, con origen en el extremo de EQ . Enfonces:

! — —
i 5. En el prisma de la figura, i = [AB], V = [AD] y w = [AE]. Halla en I
i forma grdfica: ol I
! 5 g o o 15 i
oo u+w d v-w g U+v+—w !
! 2 wl o g
i s 5 5> 1 1> 15 = ; e

. Y i h_ s : y
i bv+2w e u--w FutovEw .9 A

v

! 5w & 1o, 1o 1 z
I C f X 1 A 1 5
! u+v+w ut+v-w i 2u+ 2v 2w A T B &
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3. EL ESPACIO VECTORIAL IR

Sabemos ya que, para ubicar un punfo en el plano, necesi-
tfamos un par ordenado (a, b) para representarlo, donde a es
la coordenada en el eje x, y b es la coordenada en el gje y.
Por este motivo decimos que un plano tiene dos dimensiones.

Para ubicar un punto en el espacio, necesitamos tres nime-

z ros. A cualquier punto en el espacio o representamos me-

diante una ferna ordenada (a, b, ¢) de nUmeros reales. Para

representar puntos en el espacio, escogemos un punto fijo

0 al que llamamos el origen, y pasamos tres lineas perpen-

0 diculares entfre si, a las que llamamos los ejes coordenados.

Estos son el eje x, el eje y y el gje z. Usualmente pensamos en

» los ejesxe y como los ejes horizontales y el eje z como el eje
X vertical, como muestra la figura.

Los tres ejes coordenados, a su vez, forman fres planos coor-
denados. El plano xy es el plano que contiene los ejes x e y.
El plano yz contiene los ejes y y z, y el plano xz contfiene los
ejesxy z.

W Fig. 7.

Para visualizarlo mejor, podemos observar una esquina in-
ferior de cualquier habitacién. La pared a tu izquierda es el
plano xz, la pared a tu derecha es el plano yz, y el piso es el
plano xy.

Ahorg, si P es un punto cualquiera en el espacio, a es la
distancia perpendicular desde el plano yz al punto P, b la
distancia perpendicular desde el plano xz hasta P, y ¢ la
distancia perpendicular desde el plano xy hasta P. Repre-
sentamos P por la terna ordenada (a, b, ¢) de nimeros rea-
les, y lamamos coordenadas de P a a, b y ¢. Para ubicar el
punfo (a,b,c) empezamos en el origen 0 y nos movemos a
unidades por el eje x, después b unidades paralelo al eje y,
y finalmente, c unidades paralelo al eje z, como en la figura.

Dado que a fodo punto en el espacio o podemos represen-
tar por ternas ordenadas de numeros reales, denotamos al
espacio fridimensional por R®.

6. Ubica en el espacio los siguientes puntos.
a.(-5;3;1)
b. (2;-1;,7)
6 (7:2:0)

reproduccion
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4. COMPONENTES Y TAMM

Dado un punto P, podemos definir su posicién mediante un
vector une tiene como origen el punto 0 y como extremo
el punto P. Llamamos a este vector el vector posiciéon de P.
Lo denotamos con p .

!

2|
=
=
g
g

Si el punto P tiene coordenadas (a, b, ¢), podemos determi-
nar el vector posiciéon f) utilizando la posicidén de P de la si-
guiente manera:

p=(@b,0)

Llamamos a estas coordenadas los componentes del vector p.

Josiah Willard Gibbs
Fisico estadounidense (1839-

Las coordenadas de un punto P (a, b, ¢) en el espacio son 1909);

. Fue profesor de Fisica en la
las componentes del vector de posicion de P. Univeprsidcd de vale.

En 1881 aparecié su Vector
Analysis, obra en la que des-
ligd la parte vectorial de la
parfe escalar en los cuater-
niones de Hamilton.

Este frabagjo, pensado en
principio como un pequeno
escrifo de difusion académi-
ca, marcé el inicio de lo que
en la actualidad conocemos
como andlisis vectorial.

H Fig. 9.

Ahora, podemos definir vectores Unicos basados en sus com-
ponentes. Por ejemplo, definimos los siguientes vectores:

;:(1;0;0) f:(O;l;O) R:(O;O;l)

Liamamos a los vectores i, j y k los vectores base de R?,
pues apuntan en la direccion positiva de los ejes X, Yy Z.

A‘Z

—

A
X Y
® Fig. 10.
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|. SUCESOS

Al repetir un mismo experimento en igualdad de condiciones, es posible obtener siempre el
mismo resultado, o bien, que este sea imprevisible. En el primer caso, decimos que el experi-
menfo es determinista. En el segundo, decimos que es aleaforio.

El primer paso que hay que efectuar para estudiar un experimento aleatorio consiste en
determinar el conjunto de resultados posibles. A cada uno de ellos lo llamamos suceso ele-
mental.

Al conjunto de fodos los resulfados posibles lo denominamos espacio muestral y 1o represen-
tamos por la letra E, o por la lefra griega Q.

Asi, por ejemplo, en el experimento aleatorio que consiste en lanzar un dado y observar su
puntuacién, el espacio muestral es:

0=(1,2,3,4,5, 6}

Consideremos ahora la situacién A: obtener un nimero par. Podemos expresarla mediante
el conjunto A ={2, 4, 6}, que es un subconjunto de (.

Llamamos suceso a cualquier subconjunto de (), es decir, a cualquier conjunto de resulta-
dos posibles. A los sucesos los representamos mediante letras mayUsculas.

Decimos que un suceso se cumple u ocurre al realizar un experimento aleatorio si el resulta-
do obtenido forma parte de dicho suceso.

Tenemos una urna con ocho bolas numeradas de la 1 a la 8. El experimento consiste en extraer |
una bola y observar su nimero.

a. Determinemos el espacio muestral del experimento y definamos por extension los siguientes
sucesos:

A: sacar un nimero menor que 5 B: sacar un ndmero par

|
]
]
]
|
|
|
I
I
|
]
i
b. Al extraer una bola de la uma observamos el nimero 8. Indiguemos si se cumplen los sucesos i
AyB. i

¢ Los resultados posibles son los nimeros del 1 al 8. Enfonces: i
0={1,2,3,4,5,6,7,8} i

I

|

|

|

|

I

|

]

/

Por consiguiente:

A=(1,2,3,4} B={2,4,6,8}
Se cumplen los sucesos tales que ocho sea uno de sus elementos. Asi pues, se cumple B,
pero no A.

. Realizamos el experimento aleaforio en el que exraemos una carta de una baraja y miramos su palo.

su reproduccion

. Determina el espacio muestral.

b. Define los sucesos A: sacar diamantes y B: sacar corazones o tréboles.

Q

c. Al extraer una carfa, obtenemos un trébol. Indica si se cumplen los sucesos Ay B. 0




1.1. Suceso seguro y suceso imposible

De entre los sucesos que podemos considerar al realizar un experimento aleatorio, hay algu-

nos que poseen caracteristicas especiales.

Vamos a estudiar estos sucesos tomando como ejemplo el experimento que consiste en

lanzar un dado.

Tipo de suceso

Ejemplo

Llamamos suceso seguro al que contiene todos los re-
sultados posibles del experimento. Este suceso se cum-
ple siempre y coincide con el espacio muestral Q.

El suceso A: Sacar un nUmero menor o igual que seis
estd formado por fodos los resulfados posibles del ex-
perimento:

A={12345,6}
Este suceso se verifica siempre.

Llamamos suceso imposible al subconjunfo de Q que
no contiene ningun resultado posible del experimen-
to. Este suceso no se cumple nunca y coincide con el
conjunto vacio @.

El suceso B: Sacar un cero no estd formado por nin-
gun resultado posible del experimento:

B=¢
Este suceso no se cumple jamads.

1.2. Operaciones con sucesos

M Tabla 1.

Hemos visto que los diferentes sucesos asociados con un experimento aleatorio son subcon-

juntos del espacio muestral Q.

Por tanto, podemos redlizar con ellos las operaciones habituales con conjuntos.

Unién

Interseccién

Llamamos unién de
los sucesos Ay B al
suceso formado por
todos los resulfados
que estdnen A o0 en
B. Lo representamos
por AUB.

El suceso AUB se
cumple si se cum-

Llamamos infersec-
cién de los sucesos
A y B al suceso for-
mado por fodos los
resultados que es-
tdnenAyenBala
vez. Lo representa-
mos por ANB.

El suceso ANB se

suceso B al suceso
formado por todos
los resulfados que es-
tén en A, pero no en
B. Lo representamos
como A-B.

El suceso A-B se cum-
ple si se cumple A
pero no se cumple B.

plenAoB. cumple si se cum-
plen simulténea-
mente Ay B.
Diferencia Complemento
Liamamos diferencia LUamamos comple-
enfre el suceso Ay el mento o contrario del

suceso A, y se repre-
senta por Ao A¢, al su-
ceso formado por to-
dos los resulfados del
experimento que no
esfén en A, es decir,a
la diferencia Q.- A.

El suceso A° se cum-
ple sino secumple A.

A=A°

W Tabla 2.

3ro
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Propiedades de las operaciones con sucesos

Podemos demostrar que las operaciones antferiores cumplen las propiedades de la siguien-

te tabla.

Conmutativa AUB=BUA ANB=BNA
Asociativa (AUB)UC=AUBUC) (ANB)NC=AN(BNC)
Idempotente AUA=A ANA=A
Absorsion AU(ANB)=A AN(AUB)=A
Distributiva AU(BNC)=(AUB)N(AUC) AN(BUC)=(ANB)U(A NC)
Identidad AUG=A ANQ=A
Involucién AUA=q ANA=¢
Complementacién A=A

Leyes de AUB=BNA ANB=BUA

De Morgan (AUB) = B¢ A (ANB)=BcU A

W Tabla 3.

Tomemos una carta de una baraja inglesa y ob-
servemos su palo. Efectuemos las siguientes ope-
raciones con los sucesos P. sacar corazones, Q:
no sacar espadas y R: no sacar ni diamantes ni
espadas.

a.R b.RUQ c.RNQ d.Q-P

Si designamos por D (diamantes), C (corazones),
E (espadas) y T (frebol) los cuatro palos de la ba-
raja, fenemos que:

0={D,CET}
Asi pues:

P={C};Q={D,CT};R={CT}

De esta manera:
a.R=0-R={D,CET}-{CT}={DE}
b.RUQ={C, T}U{D,C,T}={D,CT}
c.RNQ={C,TIN{D,CT}={CT}
d.Q-P={D,CT}-{C}={D,T}

Lanzemos un dado y observemos su puntuacion.
Comprobemos que se cumplen las leyes de De
Morgan con los sucesos A: sacar 2 o0 3 y B: sacar
mads de 4. _ _

Expresamos los sucesos A, A, By B por extension:
A=1{2,3};A={1,4,5,6} 0={1,2,3,4,5,6}
B={56};B={(1,2,3,4}

Asi pues, para la primera ley de De Morgan:
AUB=Q-(AUB)=0-({2,3}U{5,6}) ={1,4}
ANB ={1,4,56}N{1,2,3,4}={1,4}

Enefecto: AUB=ANB

De igual forma, para la segunda ley de De Morgan:
ANB=0-(ANB) = Q-({2,3}N {5,6}) =0-0=Q
AUB=(1,4,56}U{1,2,3,4=(1,2,3,4,56}=Q

Enefecto:AUB=ANB

Llamnamos conjunfo potencia al conjunfo formado por todos los sucesos asociados con
un experimento. Lo representaremos por P(Q).

2. De una bolsa donde hay veinte bolas numeradas del 1 al 20,
extraemos una. Comprueba que se cumplen las propieda-
des asociativa y distributiva con los sucesos A: obtener nime-
ro par, B: obtener nimero primo y C: obtener un ndmero tal
que la suma de sus cifras sea 5.




Ejemplo 4

1.3. Sucesos compatibles y sucesos incompatibles

Dos 0 mds sucesos son compatibles, si pueden cumplirse si-
mulfdneamente; es decir, si tienen al menos un resulfado co-
mun. Caso contrario, son incompatibles © mutuamente ex-
clusivos y su interseccidn es el conjunto vacio @.

Considera el experimento consistente en lanzar un dado. Los
sucesos A ={2, 3}, B={1, 2}, y C ={4, 5} cumplen lo siguiente:

Ay B son compatibles, y By C son incompatibles, BN C = @.

Sean ahora los sucesos D ={1, 2}, E ={4, 5} y F ={6}. Observa
en la figura 1 que todas las parejas posibles que se pueden
formar entre estos sucesos (Dy E, Dy E E y F) son incompati- ~ ™ Fig- 1
bles, ya que sus respectivas infersecciones son @.

Decimos que tres o mds sucesos son incompatibles dos a dos
si es incompatible cualquier pareja que se pueda formar en-
tre ellos.

1.4 Sistema completo de sucesos

Considera de nuevo el experimento que consiste en lanzar un dado. Los sucesos G ={1, 2, 3},
H={4, 5} e I= {6} cumplen lo siguiente:

» Su unién es el espacio muestra: GUH U =Q S

* Sonincompatiblesenpares: GNH=0,GNI=@,HNI=0 S2
Decimos que G, H e I forman un sistemna completo de sucesos.

Si Q es el espacio muestral de un experimentfo aleatorio, los sucesos A, ...,
ma completo de sucesos solo si se cumplen las siguientes condiciones:
A U.UA =0

* A,...A, sonincompatibles dos a dos.

A forman un siste-

Extraemos una bola de una urna donde hay una bola blanca (B), una roja (R) y una negra (N). Averigte-
mos si son compadtibles o incompatibles los sucesos U= { B,R}, V={ R, N}y W ={B, N}.

« ¢Forman U, V'y W un sistema complefo de sucesos?

Para Tenemos que U NV N W = @. Por tanto, U, Vy W son incompatibles.

* Para versi U, Vy W forman un sistema completo de sucesos debemos comprobar S1y S2:
S1:UUVUW={B,R}U{RN}U{B N}={B,R N}=0Q=Secumple.
S2:UNV={R}LVNW={N}yUNW={B}=Nosecumple.

Vemos que U, V'y W no son incompatibles dos a dos, por lo que no forman un sistema completo de sucesos.

3. Dado el experimento que consiste en extraer una carta de una baraja de cartas y los sucesos A:
obtener un rey, B: obtener corazones o espadas, C: obtener una letray D: obtener el tres de trebol,
indica si los siguienfes sucesos son compatibles o incompatibles:

a.AyB b.AyC c.ByD d.ACyD e.AByC f.AByD

3ro
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2. PROBABILIDAD

Inicialmente, nos referimos a la probabilidad como una medida del grado de certeza sobre
la ocurrencia de un suceso o no. Recordemos las definiciones experimental y axiomdtica de
la probabilidad.

2.1. Definicién experimental
Efectuamos varias series de N realizaciones de un experimento aleatorio:

» Al nimero de veces que se cumple un suceso A en cada una de ellas lo llamamos fre-
cuencia absolufa de Ay lo simbolizamos por n,.

« Al cocienfe enfre las frecuencias absolutas y el nimero de realizaciones, N, del experi-
mento lo llamamos frecuencia relativa del suceso Ay lo simbolizamos por f,.

A medida que aumenta el nimero de realizaciones del experimento, las frecuencias relati-
vas de un suceso tienden hacia cierto valor. Esta propiedad permite dar la siguiente defini-
cién experimental de la probabilidad de un suceso:

Dado cualquier suceso A asociado con un experimento aleatorio, llasnamos probabilidad
de A, P(A), al nimero hacia el que fienden las frecuencias relativas de A al aumentar el nd-
mero de redlizaciones del experimento.

2.2. Definicién axiomética

Aungue la definicién experimental que acabamos de estudiar parece satisfacer la infuicion,
tiene ciertos inconvenientes:

» Seria necesario repetir infinitas veces el experimento para conocer el limite de las frecuen-
cias relativas, lo que no es factible.

* Nada nos asegura que la regularidad de las frecuencias relativas sea cierta para cual-
quier nimero de repeticiones del experimento.

Para superar estos problemas, damos una definicion axiomatica de la probabilidad de un
suceso, matemdticamente mucho mds rigurosa.

Dado el espacio muestral Q asociado con un experimento aleatorio, llamnamos probabilidad
a una funcioén:

P:P(Q) - R
A—-P(A)
Que asocia a cada suceso A un nimero real llamado probabilidad de A, P(A), y que cum-
ple los siguientes axiomas:
* La probabilidad de cualquier suceso A es positiva o cero: P(A) > 0
* La probabilidad del suceso seguro vale 1: P(Q) = 1

¢ La probabilidad de la unién de un conjunto (finifo o infinito) de sucesos incompadtibles dos
ados, A,,...A,.., es lasuma de las probabilidades de los sucesos:
P(A,UA,U..UA)=PA)+P(A)+..+P(A)

I En matemdticas, un axioma es una afirmacion que se acepta sin demostracion.
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3.4. Teorema de la probabilidad total

A partir del concepto de probabilidad condicionada, es posible enunciar una regla préctica

para calcular la probabilidad de ciertos sucesos. Considera para ello el siguiente ejemplo.
Una fébrica de tormnillos dispone de dos maqui-
nas que elaboran el 75% y el 25% de la produc-
cién total.

El porcentaje de fomillos defectuosos que pro-
duce cada maquina es, también respectiva-
mente, del 4% y del 2%. {Cudl es la probabili-
dad de que al escoger un formillo al azar, este
sea defectuoso?

Consideramos los sucesos D: fornillo defectuoso,
M,: fornillo elaborado por la maquina 1y M,; for- | Fig. 3.
nillo elaborado por la maquina 2. Observamos

el diagrama en drbol de la figura 3.

Segun el diagrama, podemos calcular la probabilidad de D a partir de la suma de las probabi-
lidades de cada rama:
P(D)=10.75-0.04 + 0.25 - 0.02 = 0.035

Observamos que los términos de esta suma son:
P(M,)=0,75P(M,) = 0,25 P(D|M, ) = 0,04 P(D| M, ) = 0,02
Asi pues, podemos expresar P(D) como:
P(D) =P(M,) - P(D|M,) + P(M,) - P(D | M,)

Si generalizamos este resultado, llegamos al enunciado del feorema de la probabilidad total:

Sea A,A, ., A un sistema completo de sucesos y B un suceso cualquiera, todos asociados con

un mismo experimento aleatorio. Si P(A,), P(A,), .., P(A)) son no nulas, se cumple que:
P(B)=P(A,) P(B|A,)+P(A) P(B|A,) + +P(A) P(B|A)

8. Disponemos de cuatro urnas con bolas, de tal manera que:
* Enla primera urna hay cuatro bolas rojas y cinco blancas.
* Enla segunda urna hay tres bolas rojas y ocho blancas.
* Enla fercera uma hay cinco bolas rojas y dos blancas.

* Enla cuarta urna hay dos bolas rojas.

Si elegimos una uma al azar y extraemos de ella una bola, ¢cudl es la probabilidad de que
\_esta sea roja?
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3.5. Teorema de Bayes

Vamos a estudiar el ejemplo del apartado anterior desde ofro punto de vista. Si sabemos
que un formillo es defectuoso, ¢cudl es la probabilidad de que haya sido fabricado por cierta
mdquina?

Calculemos la probabilidad de que el fornillo haya sido fabricado por la maquina 1, sabien-
do que ha resultado defectuoso, es decir, P(M, | D).

Segun la definicién de probabilidad condicionada, fenemos:
P(M,NnD
P (M,|D) = #
P (D)
Por otro lado, del diagrama de la figura podemos calcular la probabilidad de P(M1 NnD), que
corresponde a la de la rama senalada:
P(M,ND)=PM,)-P(D|M,)

Sitenemos en cuenta ademds el teorema de la probabilidad fotal:

P(D) =P(M,) - P(D|M,) +P(M,) - P(D | M,)

llegamos finalmente a:

P(M,) -P(D| M)
P(M,)-P(D| M)+P(M,)-P(D | M, )

P (M,ID) =

Con los datos del ejemplo:

0,75 - 0,04
P (M,|D) = =0,857
0,75 - 0, 04 + 0,25 - 0,02

Al enunciar de forma general el resultado anterior, llegamos al llamado teorema de Bayes:

SeaA,,...A,...A, un sistema completo de sucesos y B un suceso cualquiera, todos ellos asocia-
dos con un mismo experimento aleatorio. Si P(A,),....P(A),...P(A,) son no nulas, se cumple que:

P(A) - P(B|A)

O ) Pl + -+ PGIA)

9. En un congreso se rednen 250 médicos del Benelux, de los cuales 115 son holandeses;
65, belgas, y 70, luxemburgueses. De ellos, el 75% de los holandeses, el 60% de los belgas
y el 65% de los luxemburgueses estén a favor de la utilizacién de deferminada vacuna.
Seleccionamos al azar uno de los médicos y resulta estar a favor del uso de la vacuna.
¢ Cudl es la probabilidad de que sea de Luxemburgo? 1




